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Abstract

In the present work nonlocal problems with Bitsadze-Samarskii type conditions, with the first and the second kind integral conditions for mixed parabolic equation involving Riemann-Liouville fractional differential operator have been formulated and investigated. The uniqueness and the existence of the solution of the considered problems were proved. To do this, considered problems are equivalently reduced to the problems with nonlocal conditions with respect to the trace of the unknown function and its space-derivatives. Then using the representation of the solution of the second kind of Abel’s integral equation, it was found integral representations of the solutions of these problems. Necessary conditions for the given functions were determined in order to provide a unique solvability of investigated problems.
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Introduction

It is known that theory of boundary-value problems for fractional order partial differential equations is one of the intensively developing part of the general theory of partial differential equations.

In many real-life processes such as viscoelasticity [1], biosciences [2], diffusion processes [3] and dynamical processes in self-similar structures [4] and others, lead to differential equations of fractional order. For more details of fractional calculus, see, for example [5], [6], [7].

Omitting huge number of works, devoted to the studying problems for fractional order partial differential equations, we will mention publications that are very close to the present investigation. Precisely, in [8], using the method of Green-functions it has been obtained the general solution of the diffusion-wave equation and constructed solutions of the first, second and mixed boundary-value problems for diffusion-wave equation. In [9], using this method solutions of the main boundary value problems for time-fractional telegraph equation were obtained. The work [10] is devoted to study Gevrey problem for a loaded mixed parabolic equation involving Riemann-Liouville fractional derivative. For more information of problems for mixed parabolic equations, see, for example,[11], [12], [13] and references therein.

Studying nonlocal problems for fractional order equations is developing intensively. Precisely, in the works [14], [15],[16], [17] nonlocal problems were formulated and investigated for mixed type equations involving Riemann-Liouville and
Caputo fractional derivatives. And also the work [18] is devoted to well-posedness of boundary-value with nonlocal conditions for diffusion-wave equations.

We should note that the majority of the researches for mixed parabolic equations considered for equations with co-linear time directions, but equations with non-co-linear time directions studied a little.

In the present paper, parabolic equations with perpendicular time directions are considered and nonlocal problems are formulated and investigated for unique solvability.

1 Formulation of problems

In the domain $Q = Q_1 \cup Q_0 \cup Q_2$, we consider the following equation

$$0 = \begin{cases} L_1 u \equiv u_{xx} (x,t), & (x,t) \in Q_1, \\ L_2 u \equiv u_{tt} (x,t) + D^{\delta}_x 0 u (x,t), & (x,t) \in Q_2, \end{cases}$$

where $Q_1 = \{ (x,t) : 0 < x < +\infty, 0 < t < T \}$, $Q_0 = \{ (x,t) : x = 0, 0 < t < T \}$, $Q_2 = \{ (x,t) : -h < x < 0, 0 < t < T \}$; $\alpha, \delta, h, T$ are given positive real numbers, such that $0 < \alpha, \delta < 1$;

$$D^{\gamma}_{mt} [g(t)] = \frac{1}{\Gamma (1 - \gamma)} \frac{d}{dt} \int_{m}^{t} (t - z)^{-\gamma} g(z) \, dz, 0 < \gamma < 1,$$

is the Riemann-Liouville fractional derivative of order $\gamma$ [6]; $\Gamma (z)$ is Euler’s gamma function [19].

$u (x,t)$ is called a regular solution of the equation (1), if it belongs to the class of functions $t^{1-\alpha} u (x,t) \in C (\overline{Q_1})$, $(-x)^{1-\delta} u (x,t) \in C (\overline{Q_2})$, $u_{xx} (x,t), D^{\alpha}_0 u (x,t) \in C (Q_1)$, $u_{tt} (x,t), D^{\delta}_0 u (x,t) \in C (Q_2)$ and satisfies equation (1) in $Q_1 \cup Q_2$.

For the equation (1), we study the following problems in the domain $Q$:

**Problem BS. (Problem with Bitsadze-Samarskii type conditions).** Find a regular solution in the domain $Q_1 \cup Q_2$ of the equation (1), satisfying the following conditions

$$\lim_{t \to 0+} D^{\alpha-1}_0 u (x,t) = \varphi_1 (x), \quad 0 \leq x < +\infty;$$

$$u (x,0) = \varphi_2 (x), \quad -h < x < 0;$$

$$u (x,T) = a (x) u (x,\eta_0) + b (x), \quad -h < x < 0$$

and gluing conditions

$$\lim_{x \to -0} (-x)^{1-\delta} u (x,t) = \lim_{x \to +0} u (x,t), \quad 0 \leq t \leq T;$$

$$\lim_{x \to -0} (-x)^{1-\delta} \frac{\partial}{\partial x} [(-x)^{1-\delta} u (x,t)] = \lim_{x \to +0} u_x (x,t), \quad 0 < t < T$$
\( \varphi_1(x) \), \( \varphi_2(x) \), \( a(x) \) and \( b(x) \) are given functions such that \( a(x) \neq 0 \), \( x \in (-h, 0) \); \( \eta_0 \in \mathbb{R} \), \( 0 < \eta_0 < T \).

**Problem I** (Problem with the first kind integral conditions). Find a regular solution in the domain \( Q_1 \cup Q_2 \) of the equation (1), satisfying conditions (2), (3) and

\[
 u(x, T) = a_1(x) \int_0^T u(x, t) \, dt + b_1(x), \quad -h < x < 0, \tag{7}
\]

and the gluing conditions (5), (6), where \( a_1(x) \), \( b_1(x) \) are given functions, such that \( a_1(x) \neq 0 \), \( x \in (-h; 0) \).

**Problem I** (Problem with the second kind integral conditions). Find a regular solution in the domain \( Q_1 \cup Q_2 \) of the equation (1) satisfying conditions (2), (3) and

\[
 \int_0^T u(x, t) \, dt = \varphi_3(x), \quad -h < x < 0 \tag{8}
\]

and the gluing conditions (5), (6), where \( \varphi_3(x) \) is given function.

## 2 Investigation of the problem BS

The following theorem is valid.

**Theorem 1.** Let the following conditions be fulfilled:

\[
 \varphi_1(x) = x^\varepsilon \varphi(x), \quad \varepsilon > (1 - 2\beta) / \beta, \quad \varphi(x) \in C[0, +\infty) \cap C^1(0, +\infty); \quad a(x) \in C[-h; 0], (-x)^{1-\delta} \varphi_2(x), (-x)^{1-\delta} b(x) \in C[-h, 0], \lim_{x \to -0} (-x)^{1-\delta} \varphi_2(x) = 0; \quad T \cdot E_{3-\beta, 2} \left( \lambda T^{3-\beta} \right) - a(0) \eta_0 E_{3-\beta, 2} \left( \lambda \eta_0^{3-\beta} \right) \neq 0.
\]

\[
 E_{a,b}(z) = \sum_{k=0}^{+\infty} \frac{z^k}{\Gamma(ak + b)}
\]

is the Mittag-Leffler function of two parameters \([5], \beta = \alpha/2\).

Then there exists a unique solution of the problem BS.

**Proof.** Let \( u(x, t) \) be a solution of the problem BS. Taking the conditions of the problem into account, we introduce the following notations and assumptions:

\[
 \lim_{x \to +0} u(x, t) = \lim_{x \to -0} (-x)^{1-\delta} u(x, t) = \tau(t), \tau(t) \in C^1[0, T]; \tag{9}
\]

\[
 \lim_{x \to +0} u_x(x, t) = \lim_{x \to -0} (-x)^{1-\delta} \frac{\partial}{\partial x} \left[ (-x)^{1-\delta} u(x, t) \right] = \nu(t), \nu(t) \in C[0, T]. \tag{10}
\]
Then, the solution of the problem BS in the domain $Q_1$ can be represented in the form [10]

$$u (x, t) = - \int_0^t \nu (\eta) G (x, t; 0, \eta) d\eta + \int_0^{+\infty} \varphi_1 (\xi) G (x, t; \xi, 0) d\xi, \quad (11)$$

where

$$G (x, t; \xi, \eta) = \frac{(t - \eta)^{\beta - 1}}{2} \left[ \epsilon_{1, \beta}^{1, \beta} \left( -\frac{|x - \xi|}{(t - \eta)\beta} \right) + \epsilon_{1, \beta}^{1, \beta} \left( -\frac{|x + \xi|}{(t - \eta)\beta} \right) \right], \beta = \alpha/2,$$

is Wright’s function [5].

In formula (11) we pass to the limit as $x \to 0$ (as in the work [20]) and considering (10), we obtain the following functional relation between unknown functions $\tau (t)$ and $\nu (t)$:

$$\tau (t) = -\frac{1}{\Gamma (\beta)} \int_0^t \nu (\eta) (t - \eta)^{\beta - 1} d\eta + \int_0^{+\infty} \varphi_1 (\xi) G (0, t; \xi, 0) d\xi, \quad 0 < t < T. \quad (12)$$

Now, we consider problem BS in the domain $Q_2$. Passing to the limit $x \to -0$ in the equation $L_2 u = 0$, we get

$$\tau'' (t) + \Gamma (1 + \delta) \nu (t) = 0, \quad 0 < t < T. \quad (13)$$

Multiplying $(-x)^{1-\delta}$ to the both sides of the conditions (3) and (4), then passing to the limit at $x \to -0$ in taken equalities, considering (9), we obtain the following equalities

$$\tau (0) = \lim_{x \to -0} (-x)^{1-\delta} \varphi_2 (x), \quad \tau (T) = a (0) \tau (\eta_0) + \lim_{x \to -0} (-x)^{1-\delta} b (x). \quad (14)$$

Thus, the problem BS is equivalently reduced to find the solution satisfying conditions (14) of the system of equations \{(12),(13)\} with respect to the unknown functions $\tau (t)$ and $\nu (t)$. So, we carry on our research to study the obtained problem.

If we temporarily assume that the function $\tau (t)$ is known in (12), then it will be Abel’s integral equation with respect to unknown function $\nu (t)$ and it is easy to show that solvability condition of the equation is fulfilled. Then, using the formula of the solution of Abel’s integral equation [21] from (12), we get

$$\nu (t) = -\frac{1}{\Gamma (1 - \beta)} \int_0^t \tau (\eta) (t - \eta)^{-\beta} d\eta + f_1 (t), \quad (15)$$
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where
\[ f_1 (t) = \frac{1}{\Gamma(1 - \beta)} \int_0^t (t - \eta)^{-\beta} \left\{ \int_0^{+\infty} \varphi_1 (\xi) G(0, \eta; \xi, 0) d\xi \right\} d\eta. \]

Excluding function \( \nu (t) \) from equalities (13) and (15), we obtain
\[ \tau''(t) - \frac{\Gamma(1 + \delta)}{\Gamma(1 - \beta)} \int_0^t \tau(\eta) (t - \eta)^{-\beta} d\eta = -\Gamma(1 + \delta) f_1 (t), \quad t \in (0, T). \] (16)

We replace \( t \) to \( z \) in (16), then integrate two times obtained equality with respect to \( z \) over \([0, t]\). As a result, introducing notation \( \tau'(0) = C \) and taking into account equality \( \tau(0) = 0 \) (which follows from the conditions of the theorem 1), we get the following equation with respect to the unknown function \( \tau(t) \)
\[ \tau(t) - \frac{\Gamma(1 + \delta)}{\Gamma(3 - \beta)} \int_0^t \tau(\eta) (t - \eta)^{2 - \beta} d\eta = C \cdot t + \Gamma(1 + \delta) \int_0^t f_1 (\eta) (t - \eta) d\eta. \] (17)

If we temporarily assume that \( C \) is known number in (17), then it will be the second kind Abel’s integral equation with respect to \( \tau(t) \) and its unique solution is defined in the form [6]
\[ \tau(t) = C \cdot \frac{d}{dt} \int_0^t E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] \eta d\eta + \]
\[ + \lambda \frac{d}{dt} \int_0^t E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] \left\{ \int_0^\eta f_1 (z) (\eta - z) dz \right\} d\eta, \] (18)

where \( \lambda = \Gamma(1 + \delta) \).

First, differentiating the first summand of the equality (18), then using the rule of integration by parts, we get
\[ \frac{d}{dt} \int_0^t E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] \eta d\eta = t + \int_0^t \frac{\partial}{\partial \eta} E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] \cdot \eta d\eta = \]
\[ = t - \int_0^t \frac{\partial}{\partial \eta} E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] \cdot \eta d\eta = \int_0^t E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] d\eta. \]

Replacing the function \( E_{3 - \beta, 1}(z) \) to its expand of power series as
\[ E_{3 - \beta, 1} \left[ \lambda(t - \eta)^{3 - \beta} \right] = \sum_{k=0}^{+\infty} \frac{\left[ \lambda(t - \eta)^{3 - \beta} \right]^k}{\Gamma((3 - \beta)k + 1)} = \frac{1}{\Gamma(1)} + \frac{\lambda(t - \eta)^{3 - \beta}}{\Gamma(4 - \beta)} + ... \]
then computing integral, we come
\[
\frac{d}{dt} \int_0^t E_{3-\beta,1} \left[ \lambda (t - \eta)^{3-\beta} \right] \eta d\eta = t \cdot E_{3-\beta,2} \left( \lambda t^{3-\beta} \right).
\]

Considering \( f_2 (0) = 0 \) and applying the rule of integration by parts to the second
summand of (18), it is easy to show that
\[
\frac{d}{dt} \int_0^t E_{3-\beta,1} \left[ \lambda (t - \eta)^{3-\beta} \right] \left[ \int_0^\eta f_1 (z) (\eta - z) \, dz \right] \, d\eta = \int_0^t E_{3-\beta,1} \left[ \lambda (t - \eta)^{3-\beta} \right] f_1' (\eta) \, d\eta.
\]
Taking this into account, we rewrite the solution (18) in the form
\[
\tau (t) = C \cdot t E_{3-\beta,2} \left( \lambda t^{3-\beta} \right) + \lambda \int_0^t E_{3-\beta,1} \left[ \lambda (t - \eta)^{3-\beta} \right] f_1' (\eta) \, d\eta. \tag{19}
\]

For finding unknown number \( C \), we substitute the solution (19) into the condition (14):
\[
C \left[ T \cdot E_{3-\beta,2} \left( \lambda T^{3-\beta} \right) - a (0) \eta_0 E_{3-\beta,2} \left( \lambda \eta_0^{3-\beta} \right) \right] =
\lambda a (0) \int_0^\eta E_{3-\beta,1} \left[ \lambda (\eta_0 - \eta)^{3-\beta} \right] f_1' (\eta) \, d\eta -
\lambda \int_0^T E_{3-\beta,1} \left[ \lambda (T - \eta)^{3-\beta} \right] f_1' (\eta) \, d\eta + \lim_{x \to 0^-} (-x)^{1-\delta} b (x). \tag{20}
\]

By virtue of the conditions of the theorem 1, we uniquely find unknown constant
\( C \) from (20). Substituting taken value of \( C \) into (19), we define the solution \( \tau (t) \) of
the problem \( \{17\}, \{14\} \).

After finding \( \tau (t) \) function, \( \nu (t) \) function is defined by formula (15). After that
the solution of the problem BS is represented by (11) in the domain \( Q_1 \).

Let us introduce notation \( u (x, \eta_0) = \varphi (x), \, -h < x < 0 \), then the solution of
the problem BS can be written as a solution of the first boundary-value problem for
the equation \( L_2 u = 0 \) in the domain \( Q_2 \) as follows [20]
\[
u (x, t) = \int_0^T G_\eta (x, t; 0, \eta) \, d\eta - \int_0^T \int_0^\eta [a (\xi) \varphi (\xi) + b (\xi)] \, G_\eta (x, t; \xi, 0) \, d\xi +
\Gamma (\delta) \int_0^T \tau (\eta) \, G (x, t; 0, \eta) \, d\eta \tag{21}
\]
where

\[
\tilde{G}(x,t;\xi,\eta) = \left[(\xi - x)^{\theta-1}/2\right] \times \sum_{n=-\infty}^{+\infty} \left[ e_{1,\theta}^{1,\theta} \left( -\frac{|t-\eta + 2nT|}{(\xi-x)^{\theta}} \right) - e_{1,\theta}^{1,\theta} \left( -\frac{|t + \eta + 2nT|}{(\xi-x)^{\theta}} \right) \right], \quad \theta = \delta/2. \tag{22}
\]

Substituting \( t = \eta_0 \) into (21), we get the following integral equation with respect to unknown function \( \varphi(x) \):

\[
\varphi(x) + \int_{x}^{0} \varphi(\xi) K(x,\xi) \, d\xi = \Phi(x), \quad -h < x < 0, \tag{23}
\]

where

\[
K(x,\xi) = a(\xi) \tilde{G}_\eta(x,\eta_0;\xi,T), \quad \Phi(x) = \int_{x}^{0} \varphi_2(\xi) \tilde{G}_\eta(x,\eta_0;\xi,0) \, d\xi - \int_{x}^{0} b(\xi) \tilde{G}_\eta(x,\eta_0;\xi,T) \, d\xi + \Gamma(\delta) \int_{0}^{T} \tau(\eta) \tilde{G}(x,\eta_0;0,\eta) \, d\eta.
\]

We study the kernel of the equation (23). Firstly, we rewrite the function \( \tilde{G}(x,t;\xi,\eta) \) as follows

\[
\tilde{G}(x,t;\xi,\eta) = \frac{(\xi-x)^{\theta-1}}{2} e_{1,\theta}^{1,\theta} \left( -\frac{|t-\eta|}{(\xi-x)^{\theta}} \right) - \frac{(\xi-x)^{\theta-1}}{2} e_{1,\theta}^{1,\theta} \left( -\frac{|t + \eta + 2nT|}{(\xi-x)^{\theta}} \right) + \frac{(\xi-x)^{\theta-1}}{2} \sum_{n=1}^{+\infty} \left[ e_{1,\theta}^{1,\theta} \left( -\frac{t-\eta + 2nT}{(\xi-x)^{\theta}} \right) - e_{1,\theta}^{1,\theta} \left( -\frac{t + \eta + 2nT}{(\xi-x)^{\theta}} \right) \right] + e_{1,\theta}^{1,\theta} \left( -2nT + \eta - t \right) - e_{1,\theta}^{1,\theta} \left( -2nT - \eta - t \right).
\]

Using the following

\[
\frac{d}{dx} x^{\mu-1} e_{\alpha,\beta}^{\mu,\delta} (cx^\alpha) = x^{\mu-2} e_{\alpha,\beta}^{\mu-1,\delta} (cx^\alpha); \quad \frac{1}{z} e_{\alpha,\beta}^{-k,\delta} (z) = e_{\alpha,\beta}^{\alpha-k,\delta-\beta} (z), \quad k = 0, 1, 2, \ldots
\]

formulas [20], it is easy to verify that

\[
\tilde{G}_\eta(x,\eta_0;\xi,T) = (\xi-x)^{-1} \sum_{n=0}^{+\infty} \left[ e_{1,\theta}^{1,0} \left( -\frac{\eta_0 + (2n + 1) T}{(\xi-x)^{\theta}} \right) - e_{1,\theta}^{1,0} \left( -\frac{-\eta_0 + (2n + 1) T}{(\xi-x)^{\theta}} \right) \right].
\]
Taking into account estimates for Wright function and $\epsilon_{\alpha, \beta}^\mu (-z)$ is a positive function [20], we get

$$|K(x, \xi)| \leq \left| a(\xi) \tilde{\phi}_n(x, \eta_0; \xi, T) \right| \leq C(\xi - x)^{\delta \rho - 1}, \quad \rho \in (1; 2],$$

where $C$ is a finite constant.

Similarly, taking into account properties of the given and $\tau(t)$ functions, it is easy to show that $\Phi(x) \in C[-h, 0]$. Thus, (23) is the second kind Volterra integral equation with weak singularity [21] with respect to the function $\varphi(x)$. By virtue of the properties of the kernel and the right-hand side of the equation, it follows that unique solution of the equation (23) exists and it belongs to the class of functions $C[-h, 0]$.

Substituting finding function $\varphi(x)$ from (23) into (21), we find the solution of the problem BS in the domain $Q_2$.

Theorem 1 has been proved.

3 Investigation of the problem $I_1$

**Theorem 2.** Let the following conditions be fulfilled:

$$\varphi_1(x) = x^\varepsilon \tilde{\varphi}(x), \varepsilon > (1 - 2\beta) / \beta, \quad \tilde{\varphi}(x) \in C[0, +\infty) \cap C^1(0, +\infty);$$

$$a_1(x) \in C[-h; 0], (-x)^{1-\delta} \varphi_2(x), (-x)^{1-\delta} b_1(x) \in C[-h; 0], \lim_{x \to 0} (-x)^{1-\delta} \varphi_2(x) = 0;$$

$$E_{3-\beta, 1} (\lambda T^{3-\beta}) - a_1(0) T E_{3-\beta, 3} (\lambda T^{3-\beta}) \neq 0.$$

Then there exists unique solution of the problem $I_1$.

**Proof.** Let $u(x, t)$ be a solution of the problem $I_1$. Based on the conditions of the problem $I_1$, we introduce notations (9) and (10). Then, the solution of the problem $I_1$ can be written by formula (11) in the domain $Q_1$. Passing to the limit as $x \to +0$ in (11), we find functional relation (12) between unknown functions $\tau(t)$ and $\nu(t)$. Now, we consider problem $I_1$ in the domain $Q_2$, doing similar actions as the problem BS, we get equation (16) with respect to $\tau(t)$ function and the following conditions

$$\tau(0) = 0, \quad \tau(T) = a_1(0) \int_0^T \tau(t) dt + \lim_{x \to 0} (-x)^{1-\delta} b_1(x). \quad (24)$$

As it was shown at the problem BS, the solution of the equation (16), satisfying condition $\tau(0) = 0$, is defined by (19). For finding unknown number $C$ in (19), substituting (19) to the second condition of (24), we obtain

$$C \cdot \left[ T E_{3-\beta, 2} (\lambda T^{3-\beta}) - a_1(0) \int_0^T t \cdot E_{3-\beta, 2} (\lambda t^{3-\beta}) dt \right] = \lambda a_1(0) \times$$
$$\times \int_0^T \left\{ \int_0^t \left[ \lambda(t - \eta)^{3-\beta} \right] f'_1(\eta) \, d\eta \right\} dt - \lambda \int_0^T \left[ \lambda(T - \eta)^{3-\beta} \right] f'_1(\eta) \, d\eta +$$

$$+ \lim_{x \to -0} (x)^{1-\delta} b_2(x).$$

(25)

It is easy to show that, the following equalities are valid

$$\int_0^T t \cdot E_{3-\beta,2} (\lambda t^{3-\beta}) \, dt = T^2 \cdot E_{3-\beta,3} (\lambda T^{3-\beta}) ;$$

$$\int_0^T \left\{ \int_0^t \left[ \lambda(t - \eta)^{3-\beta} \right] f'_1(\eta) \, d\eta \right\} dt =$$

$$= \int_0^T (T - \eta) \cdot E_{3-\beta,2} \left[ \lambda(T - \eta)^{3-\beta} \right] f'_1(\eta) \, d\eta.$$

Considering the last equalities, we rewrite (25) as follows

$$C \cdot \left[ T E_{3-\beta,1} \left( \lambda T^{3-\beta} \right) - a_1(0) T^2 E_{3-\beta,3} \left( \lambda T^{3-\beta} \right) \right] =$$

$$= \lambda a_1(0) \int_0^T f'_1(\eta) (T - \eta) E_{3-\beta,2} \left[ \lambda(T - \eta)^{3-\beta} \right] d\eta -$$

$$- \lambda \int_0^T E_{3-\beta,1} \left[ \lambda(T - \eta)^{3-\beta} \right] f'_1(\eta) \, d\eta + \lim_{x \to -0} (x)^{1-\delta} b_1(x).$$

By virtue of the conditions of the theorem 2, from the last equality unknown number C is uniquely found. Substituting the obtained expression of the C into (19), we define $\tau(t)$ function for the problem $I_1$.

Let us introduce notation $u(x,T) = \psi(x)$, $-h < x < 0$. Then, the solution of the problem $I_1$ is defined as a solution of the first boundary-value problem for the equation $L_2 u = 0$ in the domain $Q_2$ [20] in the following form

$$u(x,t) = \int_x^0 \varphi_2(\xi) \tilde{G}_\eta(x,t;\xi,0) \, d\xi - \int_x^0 \psi(\xi) \tilde{G}_\eta(x,t;\xi,T) \, d\xi +$$

$$+ \Gamma(\delta) \int_0^T \tau(\eta) \tilde{G}(x,t;0,\eta) \, d\eta,$$

(26)

where $\tilde{G}(x,t;\xi,\eta)$ is Green’s function which is defined by (22).
Obeying the function (26) to the condition (7), changing order of integration in the obtained equality and taking into account notation 

\[ u(x, T) = \psi(x) \]

we get the following equation

\[ \psi(x) + \int_x^0 \psi(\xi) K_1(x, \xi) d\xi = \Phi_1(x), \quad -h < x < 0, \quad (27) \]

where

\[ K_1(x, \xi) = a_1(x) \int_0^T \hat{G}_\eta(x, t; \xi, T) dt, \quad \Phi_1(x) = \]

\[ = a_1(x) \int_x^0 \varphi_2(\xi) d\xi \int_0^T \hat{G}_\eta(x, t; 0, \eta) dt + \Gamma(\delta) \int_0^T \tau(\eta) d\eta \int_0^T \hat{G}(x, t; 0, \eta) dt + b_1(x). \]

We study properties of the kernel and the right-hand side of the equation (27).

Form the view of the function \( \hat{G}(x, t; \xi, \eta) \), it follows that

\[ \frac{\partial}{\partial \eta} \hat{G}(x, t; \xi, \eta) = -\frac{(\xi - x)^{\theta-1}}{2} \frac{\partial}{\partial t} \left\{ e_1^{1,\theta} \left( -\frac{|t - \eta|}{(\xi - x)^\theta} \right) \right\} + 
\]

\[ + \sum_{n=-\infty, n\neq 0}^{+\infty} e_1^{1,\theta} \left( -\frac{|t - \eta + 2nT|}{(\xi - x)^\theta} \right) + \sum_{n=-\infty}^{+\infty} e_1^{1,\theta} \left( -\frac{|t + \eta + 2nT|}{(\xi - x)^\theta} \right) \}. \]

Taking this into account, we have

\[ \int_0^T \hat{G}_\eta(x, t; \xi, T) dt = -\frac{(\xi - x)^{\theta-1}}{2} \left\{ \int_0^T \frac{\partial}{\partial t} \sum_{n=-\infty, n\neq 0}^{+\infty} e_1^{1,\theta} \left( -\frac{|t + (2n - 1)T|}{(\xi - x)^\theta} \right) dt + 
\]

\[ + \int_0^T \frac{\partial}{\partial t} \sum_{n=-\infty}^{+\infty} e_1^{1,\theta} \left( -\frac{|t + (2n + 1)T|}{(\xi - x)^\theta} \right) dt \}. \]

Using formulas [20]

\[ \frac{1}{z^{\alpha-k,\delta}}(z) = e_{\alpha,\beta}^{\alpha-k,\delta-\beta}, \quad \lim_{z \to 0} \frac{1}{z^{\alpha-k,\delta}}(z) = \frac{1}{\Gamma(\alpha-k) \Gamma(\delta-\beta)} \]
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it is easy to verify that the following

\[
\int_0^T \tilde{\mathcal{C}}_n (x, t; \xi, T) \, dt = - \frac{1}{\Gamma (\theta)} \frac{(\xi - x)^{\theta-1}}{2} + K_2 (x, \xi),
\]

equality is valid, where

\[
K_2 (x, \xi) = \frac{(\xi - x)^{\theta-1}}{2} \left\{ e_{1, \theta}^1 \left( - \frac{T}{(\xi - x)^{\theta}} \right) \right. \\
- \sum_{n=-\infty}^{+\infty} e_{1, \theta}^{1, \rho} \left( - \frac{|2nT|}{(\xi - x)^{\theta}} \right) + \sum_{n=-\infty}^{+\infty} e_{1, \theta}^{1, \rho} \left( - \frac{|2n-1|T}{(\xi - x)^{\theta}} \right) \\
- \sum_{n=-\infty}^{+\infty} e_{1, \theta}^{1, \rho} \left( - \frac{|2n+2|T}{(\xi - x)^{\theta}} \right) + \sum_{n=-\infty}^{+\infty} e_{1, \theta}^{1, \rho} \left( - \frac{|2n+1|T}{(\xi - x)^{\theta}} \right) \right\}.
\]

It is known that for the Wright’s function the following inequality is true [20],

\[
|x^{\mu-1} y^{\delta-1} e_{\alpha, \beta}^{\mu, \delta} \left( - \frac{x^\alpha}{y^\beta} \right)| \leq C \cdot x^{\mu-\alpha \rho-1} \cdot y^{\delta+\beta \rho-1},
\]

(29)

here \( \theta \in (1, 2] \), if \( \mu = 0 \) or \( \mu = 1 \), \( C \) is a constant not depending on \( \rho \).

Using this fact and the convergence of the generalized harmonic series, one can show that

\[
|K_1 (x, \xi)| = |a_1 (x)| \left| \int_0^T \tilde{\mathcal{G}}_n (x, t; \xi, T) \, dt \right| = \\
= |a_1 (x)| \left| - \frac{1}{\Gamma (\theta)} \frac{(\xi - x)^{\theta-1}}{2} + K_2 (x, \xi) \right| \leq M (\xi - x)^{\theta-1},
\]

where \( M \) is positive finite real number.

Based on the last inequality, we conclude that \( K_1 (x, \xi) = (\xi - x)^{\theta-1} O (1) \). Similarly, it is easy to show that the right-hand side of the equation (27) belongs to the class \( C [-h, 0] \).

Thus, (27) is the second kind Volterra integral equation with weak singularity. Then, according to the theory of Volterra integral equations [21], there exist solution of the equation (27) and this solution belongs to the class of functions \( C [-h, 0] \). After finding \( \psi (x) \) from (27), substituting it to (26), we define the solution of the problem \( I_1 \) in the domain \( Q_2 \).

Theorem 2 has been proved.
4 Investigation of the problem $I_2$

**Theorem 3.** Let the following conditions be fulfilled:

\[
\varphi_1 (x) = x^\varepsilon \hat{\varphi} (x), \varepsilon > (1 - 2\beta) / \beta, \hat{\varphi} (x) \in C [0, +\infty) \cap C^1 (0, +\infty);
\]

\[
(-x)^{1-\delta} \varphi_2 (x) \in C [-h, 0], \lim_{x \to -0} (-x)^{1-\delta} \varphi_2 (x) = 0, (-x)^{1-\delta} \varphi_3 (x) \in C [-h; 0].
\]

Then, there exists solution of the problem $I_2$ and it is unique.

**Proof.** Let $u (x, t)$ be a solution of the problem $I_2$. Based on the conditions of the problem $I_2$ as in the problems above-studied, we introduce notations (9) and (10). Then, the solution of the problem 3 can be written by formula (11) in the domain $Q_1$. Doing similar actions in the previous problems, passing to the limit as $x \to +0$ in (11), we get functional relation (12) between unknown functions $\tau (t)$ and $\nu (t)$.

Now, considering the problem $I_2$ in the domain $Q_2$, similarly as in problem BS, we obtain equation (16) with respect to $\tau (t)$ and the following conditions.

As it was shown that the solution of the equation (16) satisfying condition $\tau (0) = 0$, is written by (19). Obeying solution (19) to the second condition of (30), we find unknown $C$ as follows:

\[
C = \left\{ \lim_{x \to -0} (-x)^{1-\delta} \varphi_3 (x) - \lambda \int_0^T f_2 (\eta) (T - \eta) E_{\alpha,2} \left[ \lambda (T - \eta)^\alpha \right] d\eta \right\} \left[ T^2 E_{\alpha,3} (\lambda T^\alpha) \right]^{-1}.
\]

Now, we introduce notation $u (x, T) = \psi (x), x \in (-h; 0)$. Then, the solution of the problem $I_2$ can be written in the form (26) in the domain $Q_2$ [4].

Substituting (26) into the condition (8), we have

\[
\int_0^T \int_0^T \psi (\xi) \tilde{G}_\eta (x, t; \xi, T) d\xi dt =
\]

\[
= \int_0^T \int \varphi_2 (\xi) \tilde{G}_\eta (x, t; \xi, 0) d\xi dt + \Gamma (\delta) \int_0^T \int_0^T \tau (\eta) \tilde{G} (x, t; 0, \eta) d\eta dt + \varphi_3 (x).
\]

After some evaluations and taking (28) into account, we rewrite the last equality in the form

\[
\frac{1}{\Gamma (\theta)} \int_0^x \psi (\xi) (\xi - x)^{\theta - 1} d\xi = 2 \int_0^x \psi (\xi) K_2 (x, \xi) d\xi + \Phi_2 (x), \quad (31)
\]
where
\[
\Phi_2 (x) = -2 \int_{x}^{0} \varphi_2 (\xi) d\xi \int_{0}^{T} \tilde{G}_\eta (x, t; \xi, 0) dt - 2 \Gamma (\delta) \int_{0}^{T} \tau (\eta) d\eta \int_{0}^{T} \tilde{G} (x, t; 0, \eta) dt - 2 \varphi_3 (x).
\]

If we temporarily assume that the right-hand side of (31) is a known function, then it will be Abel’s integral equation with respect to unknown function \(\psi (x)\) and its solution is written as follows [21]:
\[
\psi (x) = -\frac{2}{\Gamma (1 - \theta)} \frac{d}{dx} \int_{0}^{x} (t - x)^{-\theta} \left\{ \int_{t}^{0} \psi (\xi) K_2 (t, \xi) d\xi \right\} dt - \frac{1}{\Gamma (1 - \theta)} \frac{d}{dx} \int_{0}^{x} (t - x)^{-\theta} \Phi_2 (t) dt. \tag{32}
\]

We denote the first summand of the right-hand side of (32) by \(J\) and simplify it. For this aim we rewrite \(J\) as follows
\[
J = -\frac{1}{\Gamma (1 - \theta)} \frac{d}{dx} \int_{x}^{0} \psi (\xi) d\xi \int_{x}^{\xi} (t - x)^{-\theta} K_2 (t, \xi) dt.
\]

Firstly, we apply the rule of integration by parts to the inner integral, after that differentiate with respect to \(x\)
\[
J = -\frac{1}{\Gamma (1 - \theta)} \int_{x}^{0} \psi (\xi) d\xi \int_{x}^{\xi} (t - x)^{-\theta} \frac{\partial}{\partial t} K_2 (t, \xi) dt.
\]

Substituting obtained expression of \(J\) into (32), we get the following equation for the function \(\psi (x)\)
\[
\psi (x) + \int_{x}^{0} \psi (\xi) K_3 (x, \xi) d\xi = \Phi_3 (x), \quad -h < x < 0, \tag{33}
\]
where
\[
K_3 (x, \xi) = \frac{2}{\Gamma (1 - \theta)} \int_{x}^{\xi} (t - x)^{-\theta} (\partial / \partial t) K_2 (t, \xi) d\xi,
\]
\[
\Phi_3 (x) = -\frac{1}{\Gamma (1 - \theta)} \frac{d}{dx} \int_{x}^{0} (t - x)^{-\theta} \Phi_2 (t) dt.
\]
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Let us consider the kernel $K_3(x, \xi)$ of the equation (33). Using representation of the function $K_2(x, \xi)$ and differentiating formulas for Wright’s function [20], it is easy to show that

$$
\frac{\partial}{\partial t} K_2(t, \xi) = (\xi - t)^{\theta-2} \left\{ e_{1,\theta}^{1,\theta-1} \left( - \frac{T}{(\xi - t)^{\theta}} \right) - e_{1,\theta}^{1,\theta-1} \left( - \frac{|(2n - 1)T|}{(\xi - t)^{\theta}} \right) \right\} -

- \sum_{n=-\infty}^{+\infty} \left\{ e_{1,\theta}^{1,\theta-1} \left( - \frac{|2nT|}{(\xi - t)^{\theta}} \right) - e_{1,\theta}^{1,\theta-1} \left( - \frac{|(2n + 2)T|}{(\xi - t)^{\theta}} \right) \right\} -

- \sum_{n=-\infty}^{+\infty} \left\{ e_{1,\theta}^{1,\theta-1} \left( - \frac{|2n + 2|T|}{(\xi - t)^{\theta}} \right) - e_{1,\theta}^{1,\theta-1} \left( - \frac{|(2n + 1)T|}{(\xi - t)^{\theta}} \right) \right\}.

This function has an arbitrary order derivatives for $t \neq \xi$ and this function and its derivatives tend zero at $t \to \xi$, i.e. they are bounded.

On the basis of the conditions of the theorem 3, one can show that $\Phi_3(x) \in C[-h,0]$. It follows that, (33) is a second kind Volterra integral equation with respect to unknown function $\psi(x)$ and according to the theory of integral equations there exists unique solution of this equation belonging to the class $C[-h,0]$.

After finding unknown function $\psi(x)$ from (34), the solution of the problem in the domain $Q_2$ is defined by (26) and in the domain $Q_1$ by formula (11).

Theorem 3 has been proved. \hfill \square
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