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Abstract — The article describes an implementing a real time speaker identification system by voice for embedded and general purpose computers. A review and analysis of existing speaker identification algorithms are made. The speaker's input speech is recorded in the system, go through the preprocessing stage, extract features and voice parameters for further identification. To recognize the speaker by voice parameters, the Vector quantization and Hidden Markov model algorithms are used. The VQ and HMM algorithms showed recognition accuracy of 96% and 98%, respectively.
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1. INTRODUCTION

Analysis of speech signal processing areas today focuses on speech command recognition, synthesis of hardware control commands, transmission of speech signals via IP telephony channels and protection of transmitted speech, concise speech recording and speech biometrics, criminology requires new research into the problems of analysis and synthesis of speech signals in the field of human identification (identification). In solving the problem of spectral transformations, it is difficult to implement without new approaches and approaches to filtering in different environments, parameterization of signals, algorithms for feature extraction and methods of recognition [1].

Biometric technology is based on measuring the unique features of a person. Biometric systems are used where identification of person is required. One of the most common biometric characteristics of a human being is his or her voice. Identifying a person by voice or speech involves a set of technical, algorithmic, and mathematical methods that involve complex steps from sound recording to pre-processing of speech data [2,3].

II. RELATED WORKS

Identification of the speaker by voice has been studied by scientists from different countries for many years and is still ongoing. Because, depending on the application, new approaches are required for speaker identification. In work [4] an updated approach of the SVM algorithm is used, [5] speaker identification is implemented based on VQ, MFCC and Inverted MFCC methods with a recognition
accuracy of 98%, the author of [6] works on speaker identification based on VQ and Kekre's Median Codebook Generation Algorithm with accuracy 84%. In [4], an updated approach of the SVM algorithm was used, in [5], speaker identification was implemented based on VQ, MFCC and Inverted MFCC methods with a recognition accuracy of 98%, the author of [6] works to identify the speaker based on VQ and Kekre's Median Codebook Generation Algorithm with an accuracy of 84%. The author of [7] have design of speaker verification using dynamic time warping (DTW) on graphical programming for authentication process with 84% accuracy. In [8] Speaker Verification using Convolutional Neural Networks (CNN) are implemented. The authors of [9,10] are implemented real time speaker identification on FPGA, but here the emphasis is mainly on the preprocessing stage of signal processing, but the recognition accuracy is not given.

For the implementation of the speaker identification system in biometric systems, control of technical units and voice identification in smart homes. The above algorithms are not sufficient. Because in real conditions our voice is always accompanied by different noises and the implementation of a complex recognition and identification algorithm in Embedded devices requires new approaches and optimal algorithms.

III. MAIN PART

Voice or speech identification is a separate scientific discipline that is part of the processing of speech signals [11]. Human speech identification prohibits access to various information resources and physical objects [12], the management of voice services in mobile communication in systems based on telecommunication channels, protection against fraud through the introduction of voice identification [13,14], can be widely used in investigative processes, in the protection of verbal information [15] and in the identification of offenders through digital speech in digital criminology. In addition, a person has the opportunity to learn about his age, gender and ethnicity or dialect, emotional state through speech [16-18]. Especially nowadays, there is great interest in the application and development of voice identification and speech recognition methods in the areas of voice control and speech recognition in smart home, smart and safe city systems [19, 20].

It should also be noted that the use of a combination of different technologies and methods is required to ensure the safest and most accurate identification and authentication, especially when performing important work. In other words, in these cases, it is advisable to use biometric methods of speech identification with special input / output devices with fast memory and high-performance microprocessors.

Implementing a voice or speech identification system in a real-world setting (other than a recording studio or laboratory) can present serious challenges and barriers:

- in such an identification, various changes and noises occur in the input signal due to the peculiarities of the equipment and devices for recording, processing and storing information.
- external acoustic noises inevitably affect the speech signal, which can
significantly change the individual information properties of the signal. Therefore, it is difficult to demonstrate a sufficiently high efficiency in the processing and analysis of speech data with external noise or in real conditions. High-performance speech identification systems in the laboratory can show much lower reliability in real conditions.

Identifying a person through speech or voice requires sophisticated hardware and software solutions that incorporate a complex set of technical, algorithmic, and mathematical methods.

Identifying a speaker through speech is divided into 2 parts:
- the method of identification, which depends on the text spoken by the speaker;
- the method of identification, which is not depend on the text spoken by the speaker.

In the non-text-based method of identifying a speaker through speech, the speaker's speech is converted to a digital signal and the formant frequencies are determined from that signal after preprocessing. As mentioned above, the human voice is a biometric property, and each person's voice has its own formant frequency.

In this paper, we will look at text depended identification. This is because most voice control and certain security systems use a specific command word or a specific keyword to identify a person through speech. The following figure illustrates the steps in implementing the structure of a speech identification system.

![Diagram](image-url)
There are two steps of identifying a speaker by voice:
- learning;
- recognition.

The following algorithmic steps are performed in the learning process:
1. The analog signal coming from the microphone is converted to digital.
2. Pre-processing operations are performed. The input signal is adaptively filtered, segmented, framed and passed through windows.
3. The properties of MFCC (Mel Frequency Cepstrum Coefficient) are distinguished.
4. An identification number (id) is assigned to the speaker, and the voice features of that speaker are stored in memory.

The following algorithmic steps are performed in the recognition process:
1. The speech of the speaker, who speaks voluntarily from the microphone, is converted from an input analog signal to a digital one.
2. Pre-processing operations are performed. The input signal is adaptively filtered, segmented, framed and passed through windows.
3. The features of MFCC (Mel Frequency Cepstrum Coefficient) are distinguished.
4. The obtained features are compared with the previous features of the speakers stored in the memory of computer(or embedded system) using intelligent algorithms VQ or HMM.
5. If the features of the speaker's voice match with the features stored in the memory, the result is that the speaker has been identified.

Digitization of the input signal from the microphone. The signal read from the microphone is converted from analog to digital according to Kafelnikov’s formula.

There were no additional requirements for the microphone in this system, and the existing microphone of the personal computer was used. Input speech is defined as a sampling frequency of 16000Hz.

Pre-processing stage. At the pre-processing stage, adaptive filtering is initially performed [21]. Speech sounds are a low frequency signal. Typically, human speech sounds range from 80-180 Hz in men to 165-280 Hz in women. The frequency of common speech signals is in the range of 80 to 3000 Hz. In addition, the addition of a number of external interferences to normal speech sounds can lead to poor signal quality. The frequency of speech signals also varies depending on the person's condition and movement. Filtering variable speech signals is a very complex process, and filtering using simple digital filters is inefficient. Filtering speech signals using adaptive filters serves to improve signal quality.

The output signal $y(n)$ is determined using the following formulas.

$$y(n) = h(n - 1)x(n) \quad (1)$$

where $h(n)$ is the vector of filter coefficients, $x(n)$ is the input signal. Adaptive filter algorithms are used to reduce the error between the $y(n)$ filtered signal output and the $d(n)$ recording signal during the filtering process.

$$e(n) = y(n) - d(n),$$

$$h(n + 1) = h(n) + 2\mu e(n)x(n) \quad (2)$$

Here $y(n)$ - output signal, $d(n)$ - recording signal, $e(n)$ - signal error, $\mu$ - step size of the adaptive filter. Filter pitch size is an important parameter that has the ability to improve the approximation speed of adaptive filters.
In this system, an adaptive filter of speech signals with LMS (Least Mean Square) algorithm was used (Figure 3). One of the advantages of the LMS adaptive filter is that it allows you to amplify the pure part of speech signals by clearing them of noise. The coefficients are also simple in terms of variability.

\[ \omega(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right), \quad 0 \leq n \leq N - 1 \]  

(3)

where N is the frame length.

**Fig. 3.** Adaptive filter structure.

In framing, the input signal is divided into 256 equal parts. Frame values are determined by multiplying the following Hamming windows by the formula:

\[ X_j(k) = \sum_{n=0}^{N-1} x_j(n) \omega(n)e^{-\frac{2\pi i kn}{N}}, \quad 0 \leq k \leq N \]  

(4)

where, j is the number of frames.

**Fig. 4.** Hamming window.

Fure transform is applied to the result.

\[ P_l(k) = \frac{|X_j(k)|^2}{N} \]

(5)

We calculate the block of Mel filters.

\[ H_m(k) = \begin{cases} 
0, & k < f(m - 1) \\
\frac{k-f(m-1)}{f(m)-f(m-1)}, & f(m - 1) \leq k < f(m) \\
\frac{f(m+1)-k}{f(m+1)-f(m)}, & f(m) \leq k \leq f(m + 1) \\
0, & k > f(m + 1) 
\end{cases} \]

(6)

where, m is the number of filters.

**Fig. 5.** Mel-filter scale.

The energy values obtained are logarithmized. It’s basically brought closer to the human hearing system, where people don’t receive loud sounds in a linear fashion, and we use more energy to hear louder sounds.

\[ S_j(m) = \ln \sum_{k=0}^{N-1} P_j(k)H_m(k), \quad 0 \leq m < M \]

(7)

We obtain the MFCC features by applying a discrete cosine transform to the values generated above. 
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\[ c_j(n) = \sum_{m=0}^{M-1} S_m(m) \cos(\pi n (m + \frac{1}{2})/M), \quad 0 \leq n < M \] (8)

Future comparison and recognition. At this stage, the MFCC features derived from the speaker's speech are compared with the MFCC features stored in the memory of the pre-training computing technique. Algorithms such as the Hidden Markov model of intelligent data processing, artificial neural networks, DTW (dynamic time warping), SVM (support vector machine), kNN (k-nearest neighbors algorithm), VQ (vector quantization) can be used [22-25].

In implementing this system, the VQ algorithm was used to identify the speaker and determine the compatibility of the feature. The VQ algorithm is relatively simple compared to other classification algorithms and is easy to identify in a speaker and implement in speech-dependent speech control hardware and software systems. In addition, the features of this algorithm have the ability to compress and save computer memory.

![Fig. 6. The structure of the process of processing the VQ algorithm.](image)

The average vector of the VQ value is divided into two parts, and the error value (distortion) of the two mean values is learnt until the VQ model changes. Each of the two averages is then divided by two again, and the process continues until the required number of centroids is obtained. During testing and recognition, the dynamics of each speaker feature vector are compared with a coding book, and identification is performed by selecting a speaker parameter with minimal error. If the coding book size is C and the coding book vector is \( y_m \) for \( 1 \leq m \leq C \), the best matching randomness for each v vector is determined as follows.

\[ n^* = \arg \min_{1 \leq m \leq M} d(v, y_m) \] (9)

Currently, Hidden Markov Models (HMM) are the backbone of most successful automatic speech recognition and speaker identification systems. The HMM is based on a finite state machine consisting of N states. Transitions between states at each discrete time moment t are not deterministic, and occur in accordance with a certain probability law and are described by the \( A_{NN} \) transition probability matrix.

Thus, the main parameters of the HMM are:
- N is the number of states;
- matrix of probabilities of \( A_{NN} \) transitions between states;
- N probability density functions f_i(x).

The probability density function f_i(x) is described, as a rule, by a weighted Gaussian mixture:

\[ f(x) = \sum_{i=1}^{M} w_i p_i(x), \] (10)

where \( M \) - is the number of components of the mixture; \( w_i \) - is the weight of the component of the mixture, and the value \( p_i(x) \) is the normal probability distribution for the \( D \)-dimensional case:

\[ p_i(x) = \frac{1}{(2\pi)^{D/2}|\sigma_i|^{1/2}} \exp\left(-\frac{1}{2(x-\mu_i)^T\sigma_i^{-1}(x-\mu_i)}\right) \] (1)
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where $\mu_i$ is the vector of mathematical expectation; $\sigma_i$ is the covariance matrix.

Working with Hidden Markov Models, as with any other adaptive system, is carried out in 2 stages: training - using the Baum – Welch re-estimation algorithm, decoding - using the maximum likelihood algorithm (Viterbi).

IV. EXPERIMENT RESULTS

Based on the above algorithms, the speech identification algorithm was implemented and tested an application running on the Windows operating system. The tests were carried out for two algorithms (VQ, HMM). The results of speaker identification were obtained according to the following conditions: text-dependent speaker identification, text-independent speaker identification and speed of algorithm execution speech on embedded devices.

Table 1. Identification accuracy of VQ and HMM.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Text depended speaker identification accuracy (%)</th>
<th>Text independent speaker identification accuracy (%)</th>
<th>Algorithm execution speed (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VQ</td>
<td>96</td>
<td>89</td>
<td>3</td>
</tr>
<tr>
<td>HMM</td>
<td>98</td>
<td>93</td>
<td>8</td>
</tr>
</tbody>
</table>

![Confusion Matrix](image1)

Fig. 7. A Confusion matrix of speaker identification algorithm.

In figure below the main window of the speaker identification system is shown.

![Main window](image2)

Fig. 8. The main window of the program.

The application has the following sections:
- add a user, in which the user joins the system by pronouncing special speech keywords;
- speaker recognition, in which any speaker may pronounce the keyword into the microphone if it is among the pre-trained and stored into the system memory and system recognizes it;
- in the Database View and Delete sections, you can see pre-trained and

Shukurov K. E.
2021 4(46)
logged-in users and delete them from the system as it needed.

III. CONCLUSION

Biometric identification is evolving in several ways. Methods of identification of speakers through biometric parameters, such as handwriting or by voice, becomes a popular. Hence, the identification of a speaker by voice or speech is widely used in smart home, safe city, smart car and remote voice control systems.

These systems require the development of complex mathematical hardware and software solutions. Intellectual algorithms with varying degrees of complexity are used to identify the speaker by speech.

The results showed that the identification of the speaker can be easily performed in hardware and software by taking the speech signal MFCC information features and classifying it using machine learning algorithms. Moreover, the accuracy level of this algorithm is not less than the accuracy level of other complex algorithms. For implementing a real-time speaker identification system on a hardware-software platform(embedded system), with a less computing resources is more suitable VQ algorithm. If the task of identifying the speaker requires a relatively easy algorithm, but with a high recognition accuracy, then it would be more correct to use the HMM.
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