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Abstract

In this paper, convergence analysis properties of online gradient training for backpropagation algorithm for feedforward neural networks with a two hidden layer is studied. We assume that in every training cycle, every training pattern in the training dataset is fed in a stochastic form to the feedforward multilayer neural network exactly once. In this study, we give a weak and strong convergence properties for the training approaches, indicating that the gradient of the error function goes to zero and the weights goes to a fixed point value, respectively. First, we give convergence result for completely stochastic order approach and then follows for special stochastic order approach. The conditions on the activation function of the network and the training rate to guarantee the convergence are relaxed compared with the existing results. Convergence properties in the current paper are studied for sigmoidal activation function type, however this results are also valid for other type of activation functions.
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1. Introduction

The past two decades have seen an enormous change in the field of artificial neural networks and its application. Especially, there has been a considerable growth of progress in feed forward neural network with a number of layers [1]-[7]. The application areas of artificial neural network include wide topics in computational intelligence, biology, decision science, medicine, finance, intelligent information processing. Backpropagation method is one of the widely used training method for feedforward artificial neural networks. This training method was introduced by Werbos [6] in 1974. At the same time, we can see there are other authors who proposed this method simultaneously [8]-[9]. Algorithm of this method can be implemented in two separate approaches: batch updating and online updating. Implementing the batch updating parameter approach with a standard gradient method, the weight correction operation is performed over all the training samples before updating the current weight. However, the online updating variant performs the updates directly after every training sample is passed.

There exists three cases for online training of backpropagation with a online gradient method (OGM): OGM-CS (completely stochastic order), OGM-SS (special stochastic order), OGM-F (fixed order). For OGM-CS case, at every training step,
a one pattern is chosen randomly from the training dataset and fed to the neural network [10]. For OGM-SS approach, on every training cycle, every pattern in the training dataset is fed in a stochastic order to the neural network exactly once [11]. In OGM-F case, in every training cycle, every pattern in the training dataset is fed in a fixed order to the neural network exactly once [12].

In fact, we can find in some papers that convergence properties for OGM-CS approach are asymptotic convergence results with a probabilistic character as the volume of training dataset tends to infinity [13]. Also, deterministic convergence properties for OGM-SS and OGM-F approaches are deeply studied in [14]. We can see that the training method OGM-SS approach with stochastic character makes use of deterministic convergence character. To obtain proves of the convergence properties for OGM-F approach is much more simply compared with OGM-SS approach.

In general, to guarantee the convergence for OGM-CS approach, it is supposed that the training rate \( \eta_m \) for updating network parameters must satisfy the assumptions \( \sum_{m=1}^{\infty} \eta_m = \infty \) and \( \sum_{m=1}^{\infty} \eta_m^2 < \infty \). Furthermore, in [13] was given an additional assumption \( \lim_{m \to \infty} \eta_m / \eta_{m+1} = 1 \) for OGM-F approach.

In order to show the strong convergence, which implies the weights values converges to a fixed point, in [15] was introduced an additional assumption that the number of the stationary points of the error function is finite. In [16] a more relaxed condition has been used which is the gradient of the error function has at most countably infinite number of stationary points.

The objective of this paper is to give the weak and strong convergence properties both for OGM-F and OGM-SS approaches. This implies that the gradient of the error function infinitely approaches to 0 and the weight parameters obtains a fixed point value, respectively.

In the current note, we extend the results which is obtained in [17]. We implement a four layered feedforward neural network, which has a two hidden layer.

The paper is organised in following form. In Section 1, description of the problem statement is given. In Section 2, types of online updating methods are introduced: OGM-F, OGM-SS. Theorem about the convergence are presented in Section 3 and its proofs are given in Section 4. And some conclusions are given at the end of the paper.

1 Problem statement

Let us consider a feedforward neural network with four layer architecture (2-hidden layers). The number of neurons in the input, 1-hidden, 2-hidden and output layers in network is equal to \( s, p, n \), and 1, respectively. We suppose the training dataset is \( \{x^j, O^j\}_{j=1}^{J} \subset \mathbb{R}^s \times \mathbb{R} \) where \( x^j \) and \( O^j \) are the input and the corresponding desired output of the \( j \)-th pattern (sample), respectively. Let \( V = (v_{i,j})_{p \times s} \) be the weight matrix connecting the input and the 1-hidden layer, and write \( v_i = (v_{i1}, v_{i2}, \ldots, v_{is})^T \) for \( i = 1, 2, \ldots, p \) and \( B = (b_{i,j})_{n \times p} \) be the weight matrix connecting the 1-hidden and the 2-hidden layer, and write \( b_i = (b_{i1}, b_{i2}, \ldots, b_{ip})^T \) for
\(i = 1, 2, \ldots, n\). The weight vector connecting the 2-hidden and output layer is denoted as \(d = (d_1, d_2, \ldots, d_n)^T \in \mathbb{R}^n\). We simplify the presentation by combining the weight matrices \(V, B\) and the weight vector \(d\), and write in one vector as follows \(w = (d^T, b_1^T, b_2^T, \ldots, b_n^T, v_1^T, v_2^T, \ldots, v_p^T)^T \in \mathbb{R}^{(s+n)+n}\). Let \(h, g, f : \mathbb{R} \rightarrow \mathbb{R}\) be given activation functions for the 1-hidden, 2-hidden and output layers, respectively. For any fixed weight parameter \(w\), the error of the neural network is defined as following form

\[
E(w) = \frac{1}{2} \sum_{j=1}^{J} (O^j - f(d \cdot H(B \cdot G(Vx^j))))^2 = \sum_{j=1}^{J} f_j(d \cdot H(B \cdot G(Vx^j))), \quad (4)
\]

where \(f_j(t) = \frac{1}{2}(O^j - f(t))^2, j = 1, 2, \ldots, J, t \in \mathbb{R}\). The gradient formulas of the error function with regarding to parameters \(d, b_i\) and \(v_i\) are, respectively, given by

\[
E_d(w) = - \sum_{j=1}^{J} (O^j - y^j) f'(d \cdot H(B \cdot G(Vx^j))) H(B \cdot G(Vx^j))
\]

\[
= \sum_{j=1}^{J} f'_j(d \cdot H(B \cdot G(Vx^j))) H(B \cdot G(Vx^j)), \quad (5)
\]

\[
E_{b_i}(w) = - \sum_{j=1}^{J} (O^j - y^j) f'(d \cdot H(B \cdot G(Vx^j))) d_i h'(b_i \cdot g(v_i \cdot x^j)) G(Vx^j)
\]

\[
= \sum_{j=1}^{J} f'_j(d \cdot H(B \cdot G(Vx^j))) d_i h'(b_i \cdot g(v_i \cdot x^j)) G(Vx^j), \quad (6)
\]

\[
E_{v_i}(w) = - \sum_{j=1}^{J} (O^j - y^j) f'(d \cdot H(B \cdot G(Vx^j))) d_i h'(b_i \cdot g(v_i \cdot x^j)) b_i g'(v_i \cdot x^j) x^j
\]

\[
= \sum_{j=1}^{J} f'_j(d \cdot H(B \cdot G(Vx^j))) d_i h'(b_i \cdot g(v_i \cdot x^j)) b_i g'(v_i \cdot x^j) x^j, \quad (7)
\]

where

\[
y^j = f(d \cdot H(B \cdot G(Vx^j))), \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, J. \quad (8)
\]

Write
\[
E_B (w) = \left( E_{b_1} (w)^T, E_{b_2} (w)^T, \ldots, E_{b_n} (w)^T \right)^T, \\
E_V (w) = \left( E_{v_1} (w)^T, E_{v_2} (w)^T, \ldots, E_{v_p} (w)^T \right)^T, \\
E_w (w) = \left( E_d(w)^T, E_B(w)^T, E_V(w)^T \right)^T.
\] (9) (10) (11)

2 Approaches to online training of neural networks

As we mention above, there are two approaches to train the network. Let us consider as first variant that the training patterns are fed to the network in a fixed form (OGM-F) in the training procedure. Consequently, beginning from some initial value \( w^0 \), we may continue to update it iteratively by the formulas which is given below

\[
d^{mJ+j+1} = d^{mJ+j} + \Delta_j d^{mJ+j}, \\
b_i^{mJ+j+1} = b_i^{mJ+j} + \Delta_j b^{mJ+j}, \\
v_i^{mJ+j+1} = v_i^{mJ+j} + \Delta_j v^{mJ+j},
\] (12) (13) (14)

where

\[
\Delta_k d^{mJ+j} = \eta_m \left( O^k - y^{mJ+j,k} \right) f' \left( d^{mJ+j} \cdot H^{mJ+j,k} \right) H^{mJ+j,k} \\
\Delta_k b_i^{mJ+j} = \eta_m \left( O^k - y^{mJ+j,k} \right) f' \left( d^{mJ+j} \cdot H^{mJ+j,k} \right) d_i^{mJ+j} \\
\times h' \left( b_i^{mJ+j} \cdot g \left( v_i^{mJ+j,k} \cdot x^k \right) \right) G^{mJ+j,k} \\
\Delta_k v_i^{mJ+j} = \eta_m \left( O^k - y^{mJ+j,k} \right) f' \left( d^{mJ+j} \cdot H^{mJ+j,k} \right) d_i^{mJ+j} \\
\times h' \left( b_i^{mJ+j} \cdot g \left( v_i^{mJ+j,k} \cdot x^k \right) \right) b_i^{mJ+j} \cdot g \left( v_i^{mJ+j,k} \cdot x^k \right) x^k \\
G^{mJ+j,k} = G \left( V^{mJ+j,k} \right), \quad H^{mJ+j,k} = H \left( B^{mJ+j} \cdot G^{mJ+j,k} \right), \\
y^{mJ+j,k} = f \left( d^{mJ+j} \cdot H^{mJ+j,k} \right), \\
m \in \mathbb{N}; \quad i = 1, 2, \ldots, n; \quad j, k = 1, 2, \ldots, J.
\] (15) (16) (17) (18)

here, \( \eta_m \) - the parameter for the learning rate. This value may be varied after every cycle of the training process.
As for a special stochastic order (OGM-SS), the training patterns can be organized as follows: For the $m$th training cycle, let \( \{x^{m,1}, x^{m,2}, \ldots, x^{m,J}\} \) be a stochastic permutation of the given dataset \( \{x^1, x^2, \ldots, x^J\} \). Similarly, the weight parameters (12), (13) and (14) are iteratively updated in the following form:

\[
d^{m,J+j+1} = d^{m,J+j} + \Delta_j^m d^{m,J+j}, \\
b_i^{m,J+j+1} = b_i^{m,J+j} + \Delta_j^m b_i^{m,J+j}, \\
v_i^{m,J+j+1} = v_i^{m,J+j} + \Delta_j^m v_i^{m,J+j},
\]

where

\[
\Delta_k^m d^{m,J+j} = \eta_m \left( O^k - y^{m,J+j,m,k} \right) f' \left( d^{m,J+j} \cdot H^{m,J+j,m,k} \right) H^{m,J+j,m,k}
\]

\[
\Delta_k^m b_i^{m,J+j} = \eta_m \left( O^k - y^{m,J+j,m,k} \right) f' \left( d^{m,J+j} \cdot H^{m,J+j,m,k} \right) \\
\times d_i^{m,J+j} h_i \left( b_i^{m,J+j} \cdot g \left( v_i^{m,J+j,m,k} \cdot x^{m,k} \right) \right) G^{m,J+j,m,k}
\]

\[
\Delta_k^m v_i^{m,J+j} = \eta_m \left( O^k - y^{m,J+j,m,k} \right) f' \left( d^{m,J+j} \cdot H^{m,J+j,m,k} \right) \\
\times d_i^{m,J+j} h_i \left( b_i^{m,J+j} \cdot g \left( v_i^{m,J+j,m,k} \cdot x^{m,k} \right) \right) v_i^{m,J+j} \cdot g \left( v_i^{m,J+j,m,k} \cdot x^{m,k} \right) x^{m,k}
\]

\[
G^{m,J+j,m,k} = G \left( V^{m,J+j,x^{m,k}} \right), \quad H^{m,J+j,m,k} = H \left( B^{m,J+j} \cdot G^{m,J+j,m,k} \right),
\]

\[
y^{m,J+j,m,k} = f \left( d^{m,J+j} \cdot H^{m,J+j,m,k} \right),
\]

\[
m \in \mathbb{N}; \quad i = 1, 2, \ldots, n; \quad j, k = 1, 2, \ldots, J.
\]

3 Main results

For $\forall x \in \mathbb{R}^n$ consider Euclidean norm on $\mathbb{R}^n$

\[
\|x\| = \sqrt{\sum_{i=1}^{n} |x_i|^2}, \quad x = (x_1, \ldots, x_n).
\]

Let the set $\Omega_0 = \{w \in \Omega : E_w(w) = 0\}$ be the stationary point set of the error function $E(w)$, where $\Omega \in \mathbb{R}^{p(s+n)+n}$ is a bounded region satisfying the assumption
(A3) which is given below. Let \( \Omega_{0,s} \in \mathbb{R} \) be the projection of \( \Omega_0 \) onto the \( s \)-th coordinate axis, that is,

\[
\Omega_{0,s} = \left\{ w_s \in \mathbb{R} : w = (w_1, w_2, \ldots, w_{p(s+n)+n})^T \in \Omega_0 \right\},
\]

where \( s = 1, 2, \ldots, p(s+n)+n \). To obtain the convergence results of the algorithm, there are necessity for the following assumptions which given below.

(A1) \( h'(t) \), \( g'(t) \) and \( f'(t) \) are Lipschitz continuous on any bounded closed interval;

(A2) The training parameter, \( \eta_m > 0 \), \( \sum_{m=0}^{\infty} \eta_m = \infty \), \( \sum_{m=0}^{\infty} \eta_m^2 = \infty \);

(A3) There exists a bounded open set \( \Omega \in \mathbb{R}^n \) such that \( \{w^m\} \subset \Omega \ (m \in \mathbb{N}) \);

(A3') There exists a bounded open set \( \Omega' \in \mathbb{R}^n \) such that \( \{d^m\} \subset \Omega' \ (m \in \mathbb{N}) \) and the derivative of the activation function \( h \), \( g \) in (1), (2) are uniformly bounded and Lipschitz continuous on \( \mathbb{R} \), respectively;

(A4) \( \Omega_{0,s} \) does not contain any interior point for every \( s = 1, 2, \ldots, p(s+n)+n \).

**Theorem 1.** Assume that conditions (A1)-(A3) are valid. Then, starting from an arbitrary initial value \( w^0 \), the learning sequence \( w^m \) defined by (12), (13), (14) or by (19), (20) and (21) satisfies the following weak convergence

\[
\lim_{m \to \infty} \|E_w(w^m)\| = 0.
\]

Moreover, if assumptions (A1)-(A4) are valid, there holds the strong convergence: There exists \( w^* \in \Omega_0 \) such that

\[
\lim_{m \to \infty} w^m = w^*.
\]

Let us make three the following remarks on the convergence property: (1) We claim that the weak convergence remains valid if the activation functions \( h \) and \( g \) of the hidden layers are a commonly used sigmoid function and assumptions (A3') (instead of (A3)) and (A2) are valid. This is due to the fact that the sigmoid functions \( h \) and \( g \) are uniformly bounded on \( \mathbb{R} \) and that (46) is valid even if the weight vectors \( v_i = 1, 2, \ldots, s \) are unbounded. (2) In the numerical analysis of an iterative method for a class of nonlinear problems, the iterative sequence is often required to be bounded in order to prove its convergence. This is what we do in conditions (A3) and (A3'). We mention that the weights will be automatically bounded in the network training with the help of a penalty term [12]. (3) For the strong convergence, our condition (A4) on \( \Omega_0 \) allows it to be finite set, countably infinite set, nowhere dense set or even some uncountable dense set. Hence, the corresponding assumptions that the set \( \Omega_0 \) contains finite points and at most countably infinite points in [15] and [16], respectively, are special cases of assumption (A4). This relaxed condition makes it much easier to verify the strong convergence in practice.
4 Proofs

We show in more detail the convergence proof for OGM-F approach in the Sections 4.1-4.2. Then, in Section 4.3, we briefly point out how to make extension to OGM-SS approach.

4.1 Convergence analysis for OGM-F approach

Firstly, we present the following necessary lemmas for the convergence analysis.

**Lemma 1.** [17] Let \( q(x) \) be a function defined on a bounded closed interval \([a, b]\) such that \( q'(x) \) is Lipschitz continuous with Lipschitz constant \( K \) > 0. Then, \( q'(x) \) is differentiable almost everywhere in \([a, b]\) and

\[
|q''(x)| \leq K. \tag{30}
\]

Moreover, there exists a constant \( C > 0 \) such that

\[
q(x) \leq q(x_0) + q'(x_0)(x - x_0) + C(x - x_0)^2, \quad \forall x_0, x \in [a, b]. \tag{31}
\]

**Lemma 2.** [17] Suppose that the learning rate \( \eta_m \) satisfies (A2) and that the sequence \( \{a_m\} \) \((m \in \mathbb{N})\) satisfies \( a_m \geq 0, \sum_{m=0}^{\infty} \eta_m a_m^2 < \infty \) and \( |a_{m+1} - a_m| \leq \mu \eta_m \) for some positive constants \( \beta \) and \( \mu \). Then we have

\[
\lim_{m \to \infty} a_m = 0. \tag{32}
\]

**Lemma 3.** Let \( \{b_m\} \) be a bounded sequence satisfying \( \lim_{m \to \infty} (b_{m+1} - b_m) = 0 \). Write \( \gamma_1 = \lim_{m \to \infty} \inf_{m \geq n} b_m \), \( \gamma_2 = \lim_{m \to \infty} \sup_{m > n} b_m \) and \( S = \{a \in \mathbb{R} : \text{There exists a subsequence } \{b_{i_k}\} \text{ of } \{b_m\} \text{ such that } b_{i_k} \to a \text{ as } k \to \infty\} \). Then we have

\[
S = [\gamma_1, \gamma_2]. \tag{33}
\]

**Proof.** It is obvious that \( \gamma_1 \leq \gamma_2 \) and \( S = [\gamma_1, \gamma_2] \). If \( \gamma_1 = \gamma_2 \), then (33) follows simply from \( \lim_{m \to \infty} b_m = \gamma_1 = \gamma_2 \). Let us consider the case \( \gamma_1 < \gamma_2 \) and proceed to prove that \( S \supseteq [\gamma_1, \gamma_2] \).

For any \( \forall a \in (\gamma_1, \gamma_2) \), there exists \( \varepsilon > 0 \) such that \((a - \varepsilon, a + \varepsilon) \subseteq (\gamma_1, \gamma_2)\). Noting that \( \lim_{m \to \infty} (b_{m+1} - b_m) = 0 \), we observe that \( b_{i_k} \) travels to and from between \( \gamma_1 \) and \( \gamma_2 \) with very small pace for all large enough \( m \). Hence, there must be infinite number of points of the sequence \( b_m \) falling into \((a - \varepsilon, a + \varepsilon)\). This implies \( a \in S \) and thus \((\gamma_1, \gamma_2) \subseteq S \). Furthermore, \((\gamma_1, \gamma_2) \subseteq S \) immediately leads to \([\gamma_1, \gamma_2] \subseteq S \). This completes the proof.

Let the weight sequence \( \{w^{mJ+1}\} \) \((m \in \mathbb{N}, j = 1, 2, \ldots, J)\) be generated by (12), (13) and (14). We define the notations below as follows:

\[
R_{m,j} = \Delta_j a_{m+1}^{J,j} - \Delta_j a_{m,j}^{J,j}, \tag{34}
\]

\[
Q_{m,i} = \Delta_i b_{m+1}^{J,j} - \Delta_i b_{m,j}^{J,j}. \tag{35}
\]
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Lemma 4. Let conditions (A1) and (A3) be valid, and let the sequence \( \{w^{m+j}\} \) be generated by (12), (13) and (14). Then there are constants \( C_3 - C_{10} \) such that

\[
\|G^{m+j,k}\| \leq C_3, \quad \|H^{m+j,k}\| \leq C_4, \quad \|\xi^{m,l}\| \leq C_{5}\eta_m, \quad \|\psi^{m,j}\| \leq C_{6}\eta_m, \quad \|\varphi^{m,j}\| \leq C_{7}\eta_m, \quad \|R^{m,l}\| \leq C_{8}\eta_m, \quad \|Q^{m,j}\| \leq C_{9}\eta_m, \quad \|\tau^{m,j}\| \leq C_{10}\eta_m,
\]

where \( m \in \mathbb{N}; \ j, k = 1, 2, \ldots, J; \ l = 1, 2, \ldots, J; \ i = 1, 2, \ldots, n. \)
Proof. According to (45), we have
\[
\left| v_i^{m,J+j} \cdot x^k \right| \leq \left\| v_i^{m,J+j} \right\| \left\| x^k \right\| \leq C_1 C_2 \equiv D_1.
\] (49)

Thus, there exists a positive constant \( C_{3,1} \) such that
\[
\max_{|t| \leq D_1} |g(t)| = C_{3,1},
\] (50)
and
\[
\left\| G^{m,J+j,k} \right\| = \left\| G \left( V^{m,J+j,x^k} \right) \right\| \leq \sqrt{n} C_{3,1} \equiv C_3.
\] (51)

Also, according to (45) and (50), we have
\[
\left| b_i^{m,J+j} \cdot g \left( v_i^{m,J+j,k} \cdot x^k \right) \right| \leq \left\| b_i^{m,J+j} \right\| \cdot C_{3,1} \leq C_2 C_{3,1} \equiv D_2.
\] (52)

Thus, there exists a positive constant \( C_{4,1} \) such that
\[
\max_{|t| \leq D_2} |h(t)| = C_{4,1},
\] (53)
and
\[
\left\| H^{m,J+j,k} \right\| = \left\| H \left( B^{m,J+j} \cdot G \left( V^{m,J+j,x^k} \right) \right) \right\| \leq \sqrt{n} C_{4,1} \equiv C_4.
\] (54)

It follows from (45) and (54) that
\[
\left| d^{m,J+j} \cdot H^{m,J+j,k} \right| \leq \left\| d^{m,J+j} \right\| \left\| H^{m,J+j,k} \right\| \leq C_2 C_4 \equiv D_3.
\] (55)

Then there is a positive constant \( C_{5,1} \) such that
\[
\max_{|t| \leq D_3} \left| f_{i,j} \right| (t) \right| = C_{5,1}.
\] (56)

In addition, the combination of (A1), (15), (46) and (49) gives
\[
\left\| \xi^{m,l} \right\| = \left\| d^{m,J+l} - d^{m,J} \right\| = \left\| \sum_{j=1}^{l} \Delta_j d^{m,J+j} \right\| \leq C_5 \eta_m,
\] (57)
where \( C_5 = JC_{5,1} C_4 \).

Employing (49), we find that
\[
\max_{|t| \leq D_1} \left| g'(t) \right| = C_{6,1},
\] (58)
where \( C_{6,1} \) is a positive constant. Moreover, we observe that
\[
\left\| \psi^{m,l,j} \right\| = \left\| G^{m,J+l,j} - G^{m,J,j} \right\| \leq \max_{1 \leq j \leq n} \left| g'(t_i) \right| \left\| x^j \right\| \sum_{i=1}^{n} \left\| \phi_i^{m,l} \right\|
\]
\[
\leq \max_{1 \leq j \leq n} \left| g'(t_i) \right| \left\| x^j \right\| \sum_{i=1}^{n} \sum_{k=1}^{l} \left\| \Delta_k v_i^{m,J+k} \right\| \leq C_6 \eta_m,
\] (59)
where \( C_6 \) is a positive constant. Moreover, we observe that
where \( C_6 = n! C_{5,1} C_{6,1} \max_{1 \leq i \leq n} |g' (t_i)| \|x_i^j\| \sup_{m \in \mathbb{N}} \|w^n\| \max_{1 \leq k \leq j} \|x^k\| \), in which
\[
t_i = v_i^{m,J} \cdot x^j + \theta_i (v_i^{m,J} + v_i^{m,J}) \cdot x^j,
\]
\( \theta_i \in (0, 1) \), and \( |t_i| \leq |v_i^{m,J} \cdot x^j| + |\theta_i (v_i^{m,J} + v_i^{m,J}) \cdot x^j| \leq 3C_1 C_2 \). By virtue of (A1), we see that \( |g' (t_i)| \) \( (i = 1, 2, \ldots) \) is bounded.

In the same way, one can show the existence of a constant \( C_7 > 0 \) such that
\[
\| \varphi^{m,j} \| \leq C_7 \eta_m^2.
\]  

Combining \( f_j' (t) \)'s Lipschitz continuity, (45) and (46), we have\
\[
|f_j' (d^{m,J} \cdot H^{m,J+j,j}) - f_j' (d^{m,J} \cdot H^{m,J+j,j})| \leq L \left| d^{m,J} \cdot H^{m,J+j,j} - d^{m,J} \cdot H^{m,J+j,j} \right|
\]
\[
\leq L \left| \xi_m \right| \left| H^{m,J+j,j} \right| \leq LC_4 \left| \xi_{m,l} \right|,
\]
\[
\|f_j' (d^{m,J} \cdot H^{m,J+j,j}) - f_j' (d^{m,J} \cdot H^{m,J+j,j})\| \leq L \left| d^{m,J} \cdot H^{m,J+j,j} - d^{m,J} \cdot H^{m,J+j,j} \right|
\]
\[
\leq L \left| d^{m,J} \right| \left| \varphi^{m,j} \right| \leq LC_2 \left| \varphi^{m,j} \right|,
\]
where \( L > 0 \) is the Lipschitz constant. By the definition of \( R^{m,j} \), we see that
\[
R^{m,j} = \Delta_j d^{m,J+j} - \Delta_j d^{m,J}
\]
\[
= -\eta_m \left( f_j' (d^{m,J+j} \cdot H^{m,J+j,j}) H^{m,J+j,j} - f_j' (d^{m,J} \cdot H^{m,J+j,j}) H^{m,J+j,j} \right)
\]
\[
= -\eta_m \left( f_j' (d^{m,J+j} \cdot H^{m,J+j,j}) \varphi^{m,j,j} \right.
\]
\[
+ \left( f_j' (d^{m,J+j} \cdot H^{m,J+j,j}) - f_j' (d^{m,J} \cdot H^{m,J+j,j}) \right) H^{m,J+j}
\]
\[
+ \left( f_j' (d^{m,J} \cdot H^{m,J+j,j}) - f_j' (d^{m,J} \cdot H^{m,J+j,j}) \right) H^{m,J+j} \right).
\]  

Therefore, it follows from (46), (47), (61), and (62) that
\[
\|R^{m,j}\| \leq \eta_m \left( LC_2 \left| \xi_{m,j} \right| + (C_{5,1} + LC_2 C_4) \left| \varphi^{m,j} \right| \right) \leq C_8 \eta_m^2,
\]  

where \( C_8 = \max \{ LC_2^2 C_5, (C_{5,1} + LD_8) C_7 \} \).

Similarly, we can show the existence of a constant \( C_9, C_{10} > 0 \) such that
\[
\|Q^{m,j}_i\| \leq C_9 \eta_m^2, \|r^{m,j}_i\| \leq C_{10} \eta_m^2.
\]  

The next lemma reveals an almost monotonicity of the error function during the training process.

**Lemma 5.** Let the sequence \( \{ w^{m,J+j} \} \) be generated by (12), (13) and (14). Under assumptions (A1) and (A2), there holds
\[
E (w^{(m+1),J}) \leq E (w^{m,J}) - \eta_m \| E_w (w^{m,J}) \|^2 + C_{11} \eta_m^2, (m = 0, 1, \ldots)
\]  

where \( C_{11} > 0 \) is a constant independent of \( m \) and \( \eta_m \).
Proof. By virtue of assumption (A1) and Lemma 1, we know that the derivative
\( h''(b_i^{mJ} \cdot g(v_i^{mJ}x_j) + t(\tau_i^{mJ} \cdot x_j)) \) is integrable almost everywhere on [0, 1] and

\[
f_j'(d^{mJ} \cdot H^{mJ,j}) d^{mJ} \cdot \varphi_j^{mJ,j} = f_j'(d^{mJ} \cdot H^{mJ,j}) \sum_{i=1}^{n} d_i^{mJ} h'(b_i^{mJ} \cdot g(v_i^{mJ} \cdot x_j)) \tau_i^{mJ} \cdot x_j \]

\[
+ f_j'(d^{mJ} \cdot H^{mJ,j}) \sum_{i=1}^{n} d_i^{mJ} (\tau_i^{mJ} \cdot x_j)^2 \times \int_{0}^{1} (1-t) h''(b_i^{mJ} \cdot g(v_i^{mJ} \cdot x_j) + t(\tau_i^{mJ} \cdot x_j)) \, dt. \tag{67}
\]

By virtue of Lemma 1, (16), (17) and (67), there is a constant \( C_{12} > 0 \) such that

\[
f_j \left( d^{(m+1)J} \cdot H^{(m+1)J,j} \right) \leq f_j \left( d^{mJ} \cdot H^{mJ,j} \right) + f_j' \left( d^{mJ} \cdot H^{mJ,j} \right) \times \left( d^{(m+1)J} \cdot H^{(m+1)J,j} - d^{mJ} \cdot H^{mJ,j} \right) + C_{12} \left( d^{(m+1)J} \cdot H^{(m+1)J,j} - d^{mJ} \cdot H^{mJ,j} \right) \]

\[
= f_j \left( d^{mJ} \cdot H^{mJ,j} \right) - \frac{1}{\eta_m} \Delta_j d^{mJ} \cdot \varsigma_j^{mJ} - \frac{1}{\eta_m} \sum_{i=1}^{n} \left( \Delta_j b_i^{mJ} \cdot \tau_i^{mJ} \right) \]

\[
+ f_j' \left( d^{mJ} \cdot H^{mJ,j} \right) \sum_{i=1}^{n} d_i^{mJ} (\tau_i^{mJ} \cdot x_j)^2 \cdot \int_{0}^{1} (1-t) h''(b_i^{mJ} \cdot g(v_i^{mJ} \cdot x_j) + t(\tau_i^{mJ} \cdot x_j)) \, dt \]

\[
+ f_j' \left( d^{mJ} \cdot H^{mJ,j} \right) \varsigma_j^{mJ} \cdot \varphi_j^{mJ,j} + C_{12} \left( d^{(m+1)J} \cdot H^{(m+1)J,j} - d^{mJ} \cdot H^{mJ,j} \right)^2. \tag{68}
\]

Summing (68) from \( j = 1 \) to \( j = J \) and noting (4) - (7), (37) and (39), we have

\[
E \left( w^{(m+1)J} \right) \leq E \left( w^{mJ} \right)
\]

\[
- \frac{1}{\eta_m} \left( \left\| \sum_{j=1}^{J} \Delta_j d^{mJ} \right\|^2 + \sum_{i=1}^{p} \left\| \sum_{j=1}^{J} \Delta_j b_i^{mJ} \right\|^2 + \sum_{j=1}^{n} \left\| \sum_{j=1}^{J} \Delta_j b_i^{mJ} \right\|^2 \right) + \delta_m
\]

\[
= E \left( w^{mJ} \right) - \eta_m \left( \left\| D \left( w^{mJ} \right) \right\|^2 + \sum_{i=1}^{p} \left\| B_i \left( w^{mJ} \right) \right\|^2 + \sum_{i=1}^{n} \left\| V_i \left( w^{mJ} \right) \right\|^2 \right) + \delta_m
\]

\[
= E \left( w^{mJ} \right) - \eta_m \left\| E \left( w^{mJ} \right) \right\|^2 + \delta_m, \tag{69}
\]

where

\[
\delta_m = - \frac{1}{\eta_m} \sum_{j=1}^{J} \Delta_j d^{mJ} \cdot \sum_{j=1}^{J} P^{m,J} - \frac{1}{\eta_m} \sum_{i=1}^{n} \left( \sum_{j=1}^{J} \Delta_j b_i^{mJ} \cdot \sum_{j=1}^{J} \Delta_j Q_i^{m,J} \right)
\]
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By (16), (51)-(53) and (64), the first term of \( m \)

\[
- \frac{1}{\eta_m} \sum_{j=1}^{\infty} \left( \sum_{j=1}^{\infty} \Delta_j v_j^m \cdot \sum_{j=1}^{\infty} \Delta_j r_i^m \right)
\]

\[
+ \sum_{j=1}^{\infty} \sum_{\infty}^{J} \sum_{i=1}^{J} \sum_{j=1}^{\infty} a_i^m \left( d_i^m \right)^2 \left( f_j^m \right)^2 \left( H_{m,j}^m \right)^2 \left( \tau_i^m \cdot x_j^m \right)^2 \).
\]

\[\times \int_0^1 (1-t) \left( b_i^m \cdot g \left( v_i^m \cdot x_j^m \right) + t \left( \tau_i^m \cdot x_j^m \right) \right) dt \]

\[+ \sum_{j=1}^{\infty} f_j^m \left( d_i^m \cdot H_{m,j}^m \right) \xi^m \cdot \varphi^m \cdot j + C_{12} \left( d_{(m+1)}^m \cdot H_{(m+1)}^m \right) - d_i^m \cdot H_{i,j}^m \right)^2.
\]

It now follows from (45) and (46) that

\[
\left\| H_{m,j}^m \right\| = \left\| H \left( B_{m,j}^m \cdot G \left( V_{m,j}^m \cdot x_j^m \right) \right) \right\| \leq C_4,
\]

\[\left\| d_i^m \cdot H_{m,j}^m \right\| \leq \left\| d_{m,j}^m \right\| \left. \left\| H_{m,j}^m \right\| \right\| \leq C_2 C_4 \equiv D_3.
\]

By (16), (51)-(53) and (64), the first term of \( \delta_m \) can be estimated as follows.

\[
\left\| - \frac{1}{\eta_m} \sum_{j=1}^{\infty} \sum_{j=1}^{\infty} \Delta_1 d_i^m \cdot \sum_{j=1}^{\infty} R_{i,j}^m \right\| \leq \frac{1}{\eta_m} \sum_{j=1}^{\infty} \sum_{j=1}^{\infty} \Delta_1 d_i^m \cdot \sum_{j=1}^{\infty} R_{i,j}^m \right\| \leq C_{11,1} \eta_m^2,
\]

where \( C_{11,1} = J^2 C_4 C_{5,1} C_8 = J C_5 C_8. \)

Similar estimates for the other terms of \( \delta_m \) can be obtained with corresponding constants \( C_{11,t} > 0 \) for \( t = 2, \ldots, 5. \) Finally, the desired estimate (66) is proved by setting \( C_{11} = \sum_{t=1}^{5} C_{11,t}. \)

Now, we are ready to prove the convergence theorem.

### 4.2 Proof of theorem 1 for OGM-F.

The proof is divided into two parts, dealing with (28) and (29), respectively.

**Proof.** (for (28)) By (A2) and Lemma 5, we conclude that

\[
\sum_{m=0}^{\infty} \eta_m \left\| E_w \left( w^m \right) \right\|^2 = \sum_{m=0}^{\infty} \eta_m \left( \left\| E_d \left( w^m \right) \right\|^2 + \left\| E_B \left( w^m \right) \right\|^2 + \left\| E_V \left( w^m \right) \right\|^2 \right) < \infty,
\]

\[
\sum_{m=0}^{\infty} \eta_m \left| E_d \left( w^m \right) \right|^2 < \infty.
\]

Employing the integral Taylor expansion, we deduce that

\[
f_j^m \left( d_{(m+1)}^m \cdot H_{(m+1)}^m \right) - f_j^m \left( d_i^m \cdot H_{m,j}^m \right) = f_j^m \left( d_{(m+1)}^m \cdot H_{(m+1)}^m \right) \varphi_{m,j}^m.
\]
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According to (75), (76) and the proof of Lemma 1, there are positive constants $C_{10}$, $C_{11} > 0$ such that

$$
\left| d^{mJ} \cdot H^{(m+1)J,j} + t (\xi_{mJ} \cdot H^{(m+1)J,j}) \right| \leq (\|d^{mJ}\| + \|\xi_{mJ}\|) \|H^{(m+1)J,j}\|
$$

$$
\leq (C_2 + C_5 \eta_c) C_4, \quad t \in (0, 1),
$$

$$
\left| d^{mJ} \cdot H^{mJ,j} + (d^{mJ} \cdot \varphi_{mJ,j}) \right| \leq \|d^{mJ}\| \left( \|H^{mJ,j}\| + \|\varphi_{mJ,j}\| \right)
$$

$$
\leq C_2 (C_4 + C_7 \eta_c) = D_3 + C_2 C_7 \eta_c, \quad t \in (0, 1).
$$

According to (75), (76) and the proof of Lemma 1, there are positive constants $C_{12}$, $C_{11} > 0$ such that

$$
\left| \int_0^1 (1 - t) f''_{mJ} (d^{mJ} \cdot H^{(m+1)J,j} + t \xi_{mJ} \cdot H^{(m+1)J,j}) dt \right| \leq C_{13},
$$

$$
\left| \int_0^1 (1 - t) f''_{mJ} (d^{mJ} \cdot H^{mJ,j} + t \xi_{mJ} \cdot \varphi_{mJ,j}) dt \right| \leq C_{14}.
$$

By (54), we obtain $|d^{(m+1)J} \cdot H^{(m+1)J,j}| \leq C_2 C_4 = D_3$. Employing (5) and (46), (47), (56), (77) and (78), and summing (74) from $j = 1$ to $j = J$, we conclude that

$$
\left\| E_u (w^{(m+1)J}) \right\| - \left\| E_u (w^{mJ}) \right\| \leq \left\| E_u (w^{(m+1)J}) - E_u (w^{mJ}) \right\|
$$

$$
\leq C_{13} \sum_{1 \leq j \leq J} \max_{m \in \mathbb{N}} \left( \left\|H^{(m+1)J,j} \right\| \right) \left\|\xi_{mJ}\right\|
$$

$$
+ \left( J C_{5.1} + C_{14} \sum_{1 \leq j \leq J} \max_{m \in \mathbb{N}} \left( \left\|H^{mJ,j} \right\| \right) \right) \max_{m \in \mathbb{N}} \left( \left\|\varphi_{mJ,j}\right\| \right)
$$

$$
\leq C_{15} \eta_m,
$$

where $C_{15} = JC_2 C_5 C_{13} + JC_{5.1} C_7 + JD_3 C_7 C_{14}$. Combining (72), (79) and Lemma 2 results in $\lim_{m \to \infty} \left\|E_d (w^{mJ}) \right\| = 0$.

Similarly as in the proof to (79), there exists a positive constant $C_{16}$ such that

$$
\left\| E_d (w^{mJ+j}) - E_d (w^{mJ}) \right\| \leq C_{16} \eta_m,
$$

$$
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$$
Since
\[ \| E_d(w^{m_{j+2}}) \| \leq \| E_d(w^{m_{j+2}}) - E_d(w^{m_j}) \| + \| E_d(w^{m_j}) \| \leq C \| w_m \| + \| E_d(w^{m_j}) \| , \]
we have \( \lim_{m \to \infty} \| E_d(w^{m_{j+2}}) \| = 0 \) for \( j = 1, 2, \ldots, J \). Similarly, we deduce that
\[ \lim_{m \to \infty} \| E_b(w^{m_{j+2}}) \| = 0, \quad \lim_{m \to \infty} \| E_v(w^{m_{j+2}}) \| = 0 \text{ for } n = 1, \ldots, n, \quad j = 1, 2, \ldots, J, \]
and
\[ \lim_{m \to \infty} \| E_w(w^{m_{j+2}}) \| = 0, \quad j = 1, 2, \ldots, J. \] (82)

This immediately gives
\[ \lim_{m \to \infty} \| E_w(w^m) \| = 0. \] (83)

Proof. (for (29)) According to (A3), the sequence \{w^m\} \((m \in \mathbb{N})\) has a subsequence \{w^{m_k}\} \((k \in \mathbb{N})\) that is convergent to, say, \(w^* \in \Omega_0\). It follows from (28) and the continuity of \(E_w(w)\) that
\[ \| E_w(w^*) \| = \lim_{m \to \infty} \| E_w(w^{m_k}) \| = \lim_{m \to \infty} \| E_w(w^m) \| = 0. \] (84)

This implies that \(w^*\) is a stationary point of \(E(w)\). Hence, \{w^m\} has at least one accumulation point and every accumulation point must be a stationary point.

Next, we prove that \{w^m\} has precisely one accumulation point. Let us assume to the contrary that \{w^m\} has at least two accumulation points \(\tilde{w} \neq \bar{w}\).

We write \(w^m = (w_1^m, w_2^m, \ldots, w_p^m)\). It is easy to see from (12)-(14) that \(\lim_{m \to \infty} \| w^{m_{i+1}} - w^m \| = 0\), or equivalently, \(\lim_{m \to \infty} \| w_i^{m_{i+1}} - w_i^m \| = 0\) for \(i = 1, 2, \ldots, p(s + n) + n\). Without loss of generality, we assume that the first components of \(\tilde{w} \) and \(\bar{w}\) do not equal to each other, that is, \(\tilde{w}_1 \neq \bar{w}_1\). For any real number \(\lambda \in (0, 1)\), \(w_1^\lambda = \lambda \bar{w}_1 + (1 - \lambda) \tilde{w}_1\). By Lemma 3, there exists a subsequence \(\{w_1^{m_{k_1}}\}\) of \(\{w_1^m\}\) converging to \(w_1^\lambda\) as \(k_1 \to \infty\). Due to the boundedness of \(\{w_2^{m_{k_1}}\}\), there is a convergent subsequence \(\{w_2^{m_{k_2}}\} \subset \{w_2^{m_{k_1}}\}\). We define \(w_2^\lambda = \lim_{k_2 \to \infty} w_2^{m_{k_2}}\). Repeating this procedure, we end up with decreasing subsequences \(\{m_{k_1}\} \supset \{m_{k_2}\} \supset \cdots \supset \{m_{k_{p(s+n)+n}}\}\) with \(w_i^\lambda = \lim_{k_i \to \infty} w_2^{m_{k_i}}\) for each \(i = 1, 2, \ldots, p(s + n) + n\). Write \(w^\lambda = (w_1^\lambda, w_2^\lambda, \ldots, w_p^\lambda)\). Then, we see that \(w^\lambda\) is an accumulation point of \(\{w^m\}\) for any \(\lambda \in (0, 1)\). But this means that \(\Omega_{0,1}\) has interior points, which contradicts (A4). Thus, \(w^*\) must be a unique accumulation point of \(\{w^m\}_{m=0}^\infty\). This completes the proof of the strong convergence. 

4.3 Convergence analysis for OGM-SS approach

Now, let the sequence \(\{w^{m_{j+2}}\}\) \((m \in \mathbb{N}, \ j = 1, 2, \ldots, J)\) be generated by (19), (20) and (21), and let
\[ R^{m,j} = \Delta_j^{m} d^{m_{j+2}} - \Delta_j^{m} d^{m,j}, \] (85)
Lemma 6. Let conditions (A1) and (A3) be valid, and let the sequence \( \{w^{m+j}\} \) be generated by (19), (20) and (21). Then there are constants \( C_3-C_{10} \) such that
\[
\|G^{m+j,m,k}\| \leq C_3, \quad \|H^{m+j,m,k}\| \leq C_4, \tag{93}
\]
\[
\|\xi^m\| \leq C_5\eta_m, \quad \|\psi^m,j\| \leq C_6\eta_m, \quad \|\varphi^m,j\| \leq C_7\eta_m, \tag{94}
\]
\[
\|R^m,l\| \leq C_8\eta_m^2, \quad \|Q^m,j\| \leq C_9\eta_m^2, \quad \|r^m,j\| \leq C_{10}\eta_m^2, \tag{95}
\]
where \( m \in \mathbb{N}; \quad j, k = 1, 2, \ldots, J; \quad l = 1, 2, \ldots, J, \quad i = 1, 2, \ldots, n. \)

Proof. According to (45), we have
\[
\left| v^{m+j}_{i} x^{m,k}_{i} \right| \leq \left\| v^{m+j}_{i} \right\| \left\| x^{k} \right\| \leq C_1 C_2 \equiv D_1. \tag{96}
\]
Thus, there exists a positive constant \( C_{3,1} \) such that
\[
\max_{|t| \leq D_1} |g(t)| = C_{3,1}, \tag{97}
\]
\[
\|G^{m+j,m,k}\| = \|G(x^{m+j}x^{m,k})\| \leq \sqrt{n}C_{3,1} \equiv C_3. \tag{98}
\]
Similarly, (94) and (95) can be proved after adjusting the corresponding superscripts in the proof to Lemma 4. \( \square \)

Lemma 7. Let the sequence \( \{w^{m+j}\} \) be generated by (19), (20) and (21). Under assumptions (A1) and (A3), there holds
\[
E(w^{(m+1)j}) \leq E(w^{mj}) - \eta_m \| E_w(w^{mj}) \|^2 + C_{11}\eta_m^2, \quad (m = 0, 1, \ldots) \tag{99}
\]
where \( C_{11} > 0 \) is a constant defined in Lemma 5
Proof. As in the proof to Lemma 6, we only need to adjust some superscripts. For example, corresponding to (67), we change the related superscripts and get

\[ f'_{mJ} \left( d_{mJ} \cdot H_{mJ} \right) d_{mJ} \cdot \varphi_{mJ} = f'_{mJ} \left( d_{mJ} \cdot H_{mJ} \right) \sum_{i=1}^{n} d_{i}^{mJ} h' \left( b_{i}^{mJ} \cdot g \left( v_{i}^{mJ} \cdot x_{mJ} \right) \right) \tau_{i}^{mJ} \cdot x_{mJ} \]

\[ + f'_{mJ} \left( d_{mJ} \cdot H_{mJ} \right) \sum_{i=1}^{n} d_{i}^{mJ} \left( \tau_{i}^{mJ} \cdot x_{mJ} \right)^{2} \times \int_{0}^{1} \left( 1 - t \right) h'' \left( b_{i}^{mJ} \cdot g \left( v_{i}^{mJ} \cdot x_{mJ} \right) + t \left( \tau_{i}^{mJ} \cdot x_{mJ} \right) \right) dt. \]  

(100)

The details of the prove are left to the interested users.

Proof of theorem 1 for OGM-SS approach. To get the prove of OGM-SS approach we may use Lemmas 1-3 and Lemmas 6-7 results as in the proof to Theorem 1 for OGM-F.

5 Conclusion

In this paper, we show a some comprehensive results on the weak and strong convergence for four layer backpropagation feedforward neural networks. The assumptions in this paper are much more relaxed comparing with the other existing convergence results. This convergence analysis holds to implement multilayered neural networks with various kinds of activation functions in hidden layers.
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